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Abstract: The widely used standard fuzzy c-means often fails in 

clustering nonlinear and high-dimensionality dataset because of its 

Euclidean based distance to measure the similarity between the 

objects. To enhance the robustness and clustering the non-

Euclidean complex structured dataset, this paper proposes effective 

fuzzy c-means by incorporating the kernel induced distance 

function, entropy functions, threshold parameter, and 

neighborhood terms. In order to reduce the computational time and 

to avoid incorrect results, this paper proposes new prototype 

knowledge method. There are total of seven real life databases used 

to show the efficiency of proposed methods during experimental 

study of this paper and the superiority of the proposed methods is 

proved through the clustering accuracy using Silhouette method, 

Error Matrix, number of iteration and the strength of the 

membership. 
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1. INTRODUCTION 

Clustering plays vital rule in data mining technique that has a 
broad range of applications [5, 6, 8] in many areas such as 
medicine, business management, biology, pattern recognition 
and image analysis etc. Clustering is the process of separating 
a dataset of objects into different subsets such that the objects 
in each subset or cluster are similar to each other and 
dissimilar to the objects in other clusters. In essence, 
clustering represents objects in dataset by few clusters, and 
hence, it models data by its subgroups. Recently, Fuzzy 
clustering technique is extensively applied in analyzing 
dataset, since it does not require any prior information about 
the objects of data. Further it assigns each object in all the 
clusters with meaningful membership grades.  

The standard Fuzzy c-means (FCM) algorithm is introduced 
by Bezdek [2], and then researchers have introduced modified 
FCM algorithms [4, 9, 10, 14] in order to nonlinear and high-
dimensionality dataset. Though the modified fuzzy c-means 
algorithms are performed well than fuzzy c-means algorithm, 
they suffer in clustering the data which have heavy noise and 
high-dimensionality. The modified algorithms have incapable 
in updating prototypes and assigning correct memberships to 
the object belong to the data which has high-dimensionality 
and corrupted by heavy noise. In order to rectify the above 

said drawbacks in modified fuzzy c-means this paper 
introduces effective fuzzy clustering methods by incorporating 
the nonlinear transformation properties of kernel functions 
[13], entropy terms, thresholding parameter, neighborhood 
terms, and Lagrangian multipliers method [12]. The threshold 
parameter with fuzzy c-means is capable to have appropriate 
membership to the objects for their clusters in a dataset which 
have heavy noise and the entropy terms along with 
neighborhood terms [1, 3] of fuzzy c-means is capable in 
clustering the dataset which has affected by the noises such as 
measurement error, faulty equipment, and data transmission 
error. Initially this paper proposes entropy fuzzy c-means 
based hyper tangent kernel algorithm with thresholding 
parameter [KFCM_Et] and it obtains equation for 
membership, updating centers by minimizing the algorithms. 
Secondly, this paper introduces entropy fuzzy c-means based 
hyper tangent with neighborhood term [KFCM_Eng] to have 
desirable membership to the objects for placing them into 
appropriate clusters. Further this paper proposes a 
mathematical initialization method for initializing centers in 
order to speed up the algorithms. 

The rest of this paper is organized as follows. We present our 
proposed algorithm in section 2. The experimental results on 
artificial data and real datasets of the proposed clustering 
methods are reported in Section 3. Finally, conclusion is 
presented in Section 4. 

2. PROPOSED ALGORITHM 

The modified objective function from the standard fuzzy c-
means [2] is given by 

   (1) 

where . The common ground of Kernel based 

FCM is to map the input data element into a feature space with 
higher dimension via a nonlinear transformation and then 
perform FCM in that feature space. And the distance function 
can be expressed using in product space as  
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, where i = 1, 2, . . . , n, and k = 1, 2, . . . , c. We adopt Hyper 

Tangent Function to evaluate distance, that is, the  

express using Hyper Tangent function as 

    (2) 

Here the second argument is a center of clusters chosen 

from the given dataset X. This paper considered the  

variance of given data. Using the expression (2) we obtained

 = 1 and  = 1, so the distance function 

can be rewritten as  (3) 

From equation (1) & (3), we have the kernelized fuzzy c-
means given by 

      (4) 

In order to cluster effectively the more complicated dataset 
which have corrupted by the noises such as measurement 
error, faulty equipment, and data transmission error, the 
entropy fuzzy c-means based hyper tangent kernel algorithm 
with thresholding parameter [KFCM_Et] is introduced as  

 (5)

 

Here is the average value of data elements in the kth cluster 

and  is the resolution parameter. The value of chosen 

from median of each classes. The KFCM_Et objective 
function is optimized to have high membership grades to the 
objects which are closed to their prototypes and to obtain low 
membership grades to the objects when the objects are far 
from their prototypes. By using the Lagrange multiplier, 
optimizing the objective function of KFCM_Et, the equation 
for obtaining prototypes and membership grades are 
calculated. Optimizing Equation (5) under the membership 
constraint 

    (6) 

The general equation is used to attain membership grades for 
data elements for getting meaningful groups. The accuracy of 
clustering results mainly depends on the cluster centers. 

Optimizing the above objective function with respect to , 

we have 

 

   

(7) 

Where represents the k
th cluster center of the previous t-

1
th iteration. 

3. EXPERIMENTAL RESULTS ON WINE DATASET 

The Wine data is widely used by researchers in comparing 
various classifiers [7, 11]. The wine data is the results of a 
chemical analysis of wines grown in the same region in Italy 
but derived from three different cultivators. The Wine data of 
three classes with 13 constituents consists of total 178 
instances which are used for the purpose of experimental 
works. From the visualization of Wine data with all three 
cultivators in Fig. 1, this paper concluded that there is no 
resemblance between the 13 constituents. 

 

Fig. 1: 178 Wine Data  
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There are total three algorithms involved in this subsection, 
i.e., Standard FCM, and Proposed KFCM_Et. The first 
experiment starts with Standard FCM on Wine and Fig.2 
shows the size of obtained three clusters on 178 wine data 
with value of Silhouette Width [Sil.Wid.] of each cluster for 
representing the performance of clustering validity. The 
reallocated 178 wine dataset into three clusters using the 
experimental results of SFCM is given in Fig. 3 for getting the 
difference in the actual three classes.  

 

Fig.2: Obtained size of clusters and silhouette value by SFCM 

 

Fig. 3: Three Clusters of 178 Wine dataset by SFCM 

In the second and third experiments we have introduced our 
proposed methods on Wine dataset and the obtained size of 
three clusters and their silhouette widths are given in Fig. 4. 
The reallocated data into three clusters based on partitioned 
results of proposed KFCM_Et is given in Fig. 5. 

 

Fig. 4: Obtained size of clusters and silhouette value by 

KFCM_Et..  

  

Fig. 5: Allocated 178 dataset by KFCM_Et..  

Table 1 gives the cluster validation using Silhouette width of 
the three algorithms on clustering Wine dataset into three 
different classes. From Table 1, the best clustering validity 
was obtained for Proposed KFCM_Et during the experiment 
on wine data with three clusters.  
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Table 1: Cluster Results on Wine Dataset. Silhouette Width 

[SW], Clustering Accuracy [CA], Minutes [M], Seconds[S], 

Running Time [RT] and Iterations [Its 

 

4. CONCLUSION 

This paper has presented the robust KFCM_Et for effective 
data clustering in general shaped and complex structured 
dataset. In order to speed up the algorithms; Centers 
Knowledge Method has been introduced by this paper. The 
effectiveness of the proposed methods has been validated 
using experimental study on Synthetic Image, and Wine 
Dataset. Experimental results on convergence of termination 
value, number of iterations, and updating centers have shown 
that the proposed KFCM_Et algorithm is superior to the 
corresponding existed algorithm. Overall, this paper has 
concluded that the proposed algorithms are most appropriate 
to cluster the complex dataset without any prior information of 
the objects. 
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Methods 

No. of Objects in 

cluster(c) 

CA RT Its 

C1  C2 C3 

SFCM 57 58 63 52% 2M 53 

KFCM_Et 48 64 66 98% 7S 7 


